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This paper presents a topology optimization problem with a strain-based objective func-

tional on the boundary of the body for two-dimensional time-harmonic elastodynamics

problems. An optimization method proposes a treatment of the integral term of the tan-

gential derivatives of the displacement that cannot be treated directly in the conventional

adjoint method. In the procedure of the optimization, configuration of the elastic ma-

terials is expressed by using the level set function, and the distribution of the level set

function is iteratively updated according to the topological derivative. The topological

derivative is associated with state and adjoint variables which are the solutions of the

elastodynamics problem. In this paper, the elastodynamics problem are solved by a BEM

solver. Along with the detailed formulas for topological derivative and BEM ( Boundary

element method ), we present several numerical examples of inverse problem in elastody-

namics, from which we’ve confirmed the validity of the presented method.

Key Words : Topology optimization, Level-set method, Topological derivatives, Bound-

ary element method, Inverse problem, Strain-based objective function

1. Introduction
Suppressing and isolating the vibration of structures has

long been an important issue in mechanical design, espe-

cially, in automobile, aviation, and shipbuilding industries.

With the development of computational mechanics and

spread of CAE (computer aided engineering), designing me-

chanical products with high-performance now depends on

computer simulations. Among all, as one of the most effec-

tive methods in generating the optimum structure, topology

optimization has been proposed by Bendsøe and Kikuchi(1)

in 1988 based on homogenization approach. Then, Bendsøe

proposed a new approach(2) which is built on the basis of

material distribution, the density method.

After that, various topology optimization schemes have

been proposed based on homogenization and density method

for elastic problems. Hagiwara et al.(3) proposed a method

to maximize the eigenfrenquancy of isotropic and composite

plates in three-dimensions using the homogenization method.

Min et al.(4) proposed a method to minimize the dynamic

elastic mean compliance in three-dimensions using the ho-

mogenization method. Yang et al.(5) proposed a method to

minimize the elastic mean compliance in three-dimensions

using the density method. Zhao et al.(6) investigated the

effectiveness of the mode displacement method (MDM) and

mode acceleration method (MAM) for time-domain response

Received Nov. 4, 2020，accepted Nov. 13, 2020

problems within the framework of density-based topology op-

timization.

However, in dynamic problems and many other cases,

a high stiffness design may result in low durability(5), since

the stress is not taken into consideration from the beginning,

although the true optimum design of a structure largely de-

pends on consideration of stresses.

In addition, for homogeneous method and density method,

the intrinsic gray scale problem always results in blurred

boundary which spoils the final results. To compensate the

above defects, a level-set method has been proposed(7)(8)

and introduced, which represents implicitly the target struc-

tural configurations by the iso-surface of the level set func-

tion. Shu et al.(9) proposed a method to minimize the dis-

placement response at a specific point by using a shape op-

timization scheme based on the level-set method. Xia et

al.(10) proposed a method to minimize the mean compliance

of a structure with a material volume constraint by using

level-set method for thermoelastic problems.

By switching to the level-set method and focusing on

objective function composed by stresses or strains, genuine

optimum design for mechanical parts can be achieved.

Stress-based optimization problems have long been a chal-

lenge in shape and topology optimization. (11)(12)(13) Stress

optimization is one of the key factors for structural design in

a wide range of engineering problems.(11)
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Li et al.(14) are the first who have applied isolation of

stress through topology optimization with the help of level-

set method. Luo et al.(15) conducted optimization upon

stress-isolated hyperelastic composite structure. In a loaded

structure, low stress levels are generally preferred, however,

higher stress or strain can be really desired for specific small

appliances like energy harvesters, and for design of failure

prediction. And being directly related to stress, strain ma-

nipulation is also very practical in plenty of industrial appli-

cations.

In the present study, we develop a scheme for performing

topology optimization for time-harmonic plane elastodynam-

ics problems with the help of the level-set method for repre-

senting the shape of the material distribution. We consider

an objective functional composed of tangential derivatives

of the boundary displacements (strains). As the numeri-

cal analysis method, we use the boundary element method

(BEM), which is very effective in solving wave propagation

problems. As for the topology optimization, the method

based on level set function proposed by Yamada et al.(16) is

adopted. However, we develop a new approach to handle

the objective functional based on boundary strain (tangen-

tial derivatives of displacements) by extending the conven-

tional approach.

The paper is organized as follows. Section 2 presents

the basic formulas of time-harmonic linear elastodynamics

and related boundary element method used for solving the

problem. Section 3 describes the process of obtaining the

topological derivative and the derivation of strain-based ad-

joint problem. Section 4 demonstrates the verification of the

derived topological derivative and presents several numeri-

cal examples of topology optimization. Section 5 gives the

concluding remarks.

2. Boundary element method
2.1. Time-harmonic linear elastodynamic problem

Under the assumption of small deformation and linear

elastic body, the relationships between the strain and the

displacement, and the stress and the strain (Hooke’s law)

are given, respectively, as follows:

εij =
1

2
(ui,j + uj,i) , (1)

σij = Cijklεkl, (2)

where ui is the displacement vector, εkl is the strain tensor,

and σij is the stress tensor. For an isotropic elastic material,

Cijkl can be given as follows:

Cijkl = λδijδkl + µ(δikδjl + δilδjk), (3)

where λ and µ are Lamé’s constants and δij is Kronecker’s

delta. λ and µ are related to Young’s modulus E and Pois-

son’s ratio ν by

λ =
νE

(1− 2ν)(1 + ν)
, (4)

µ =
E

2(1 + ν)
. (5)

Substituting Eqs.(1) and (3) into Eq.(2) yields Hooke’s

law relating the displacement gradients to the stress, as fol-

lows:

σij (y) = λδijuk,k + 2µ (ui,j + uj,i) y ∈ Ω. (6)

The traction vector ti on the boundary Γ can be ex-

pressed as follows,

ti = σjinj = Cijkluk,lnj . (7)

For time-harmonic linear elastodynamic problems, the

governing differential equation and the boundary conditions

are shown as follows:

Cijkluk,lj(x) + ρω2ui(x) = 0, x ∈ Ω, (8)

ui(x) = ûi(x), x ∈ Γu, (9)

ti(x) = t̂i(x), x ∈ Γt, (10)

where summation convention is applied for repeated indices,

and the indices after a comma denote differentiations with

respect to the corresponding coordinates. ρ is the density

of the material, and ω is the circular frequency. Also, Γ =

Γu ∪ Γt.

2.2. Boundary element method

The displacement at a point y ∈ Ω is related to the dis-

placement and the traction on the boundary Γ by Somigliana’s

identity:

uj(y) =

∫
Γ

Uij(x, y)ti(x)dΓx −
∫
Γ

Tij(x, y)ui(x)dΓx y ∈ Ω,

(11)

where Uij are Tij are the fundamental solution of Eq.(8) and

the corresponding traction, respectively, and x is the point

on boundary Γ.

For two-dimensional problems, Uij and Tij are given as

follows (17)(18):

Uij =
1

2πρC2
T

[ψ (r, s) δij − κ (r, s) r,ir,j ] , (12)

Tij =
1

2π

[(
dψ(r, s)

dr
− 1

r
κ(r, s)

)(
δij

∂r

∂n
− r,jn,i

)
+

2

r
κ(r, s)

(
r,in,j + 2r,ir,j

∂r

∂n

)
− 2

dκ (r, s)

dr
r,ir,j

∂r

∂n

−
(
C2

L

C2
T

− 2

)(
dψ (r, s)

dr
− dκ (r, s)

dr
− 1

r
κ (r, s)

)
r,in,j

]
,

(13)

where CL and CT are the speeds of the longitudinal and

transverse waves, respectively, r is the distance between x

and y, ni is the unit normal vector at x, s = iω with the

imaginary unit ‘i’, and

ψ(r, s) = K0

(
sr

CT

)
+
CT

sr

[
K1

(
sr

CT

)
− CT

CL
K1

(
sr

CL

)]
,

(14)

κ(r, s) = K2

(
sr

CT

)
+

(
CT

CL

)2

K2

(
sr

CL

)
, (15)

in which Km (m = 0, 1, 2) is the modified Bessel function of

the second kind of m-th order.

By differentiating (11) with respect to yi, the displace-

ment gradient at y is obtained as

uj,i(y) =

∫
Γ

∂Uij(x, y)

∂yi
ti(x)dΓx −

∫
Γ

∂Tij(x, y)

∂yi
ui(x)dΓx.

(16)

Thus, the stress components at y can be calculated by sub-

stituting (16) into Hooke’s law (6).
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The boundary integral equation is obtained by taking the

limit of y ∈ Ω tending to y ∈ Γ, as

cijui(y) +

∫
Γ

Tijt(x, y)ui(x)dΓx =

∫
Γ

Uij(x, y)ti(x)dΓx,

y ∈ Γ, (17)

where cij is a constant determined by the shape of the bound-

ary on which y is located. When y is at a smooth part of the

boundary, we observe cij = 1
2
δij .

After discretization, Eq.(17) results in a system of linear

algebraic equations, as follows:

[H] {u} = [G] {t} , (18)

where {u} and {t} are the nodal vectors of the boundary

displacement and traction, respectively, and [H] and [G] are

the matrices obtained by evaluating the boundary integrals

for each element.

By applying the boundary condition to Eq.(18) and trans-

posing the unknown nodal values to the left-hand side, we

obtain

[A] {X} = {Y } , (19)

where, {X} is the vector consisting only of the unknown

nodal values, and {Y } is the vector obtained by multiplying

the vector consisting of the known nodal values to the corre-

sponding coefficient matrix. After solving (19), all the nodal

values of the displacement and the traction are obtained.

Then, the displacement values at an arbitrary internal point

in Ω can be calculated by Eq.(11).

Fig. 1 Topology change when an infinitesimal cavity Ωε

appeared in elastic material region Ω.

3. Topology optimization
3.1. Derivation of topological derivative

As shown in Figure 1, it is assumed that the infinitesi-

mal cavity is generated by removing an infinitesimal domain

Ωε from Ω. Then, accordingly, the displacement ui and the

traction ti change to ui+δui and ti+δti, respectively. After

the appearance of the cavity corresponding to Ωε, the dis-

placement field ui + δui is governed by the boundary value

problem as follows,

Cijkl (uk,lj(x) + δuk,lj(x)) + ρω2 (ui(x) + δui(x)) = 0,

x ∈ Ω \ Ωε (20)

ui(x) + δui(x) = ūi(x), x ∈ Γu, (21)

ti(x) + δti(x) = t̄i(x), x ∈ Γt, (22)

ti(x) + δti(x) = 0, x ∈ Γε. (23)

Apparently, we do not need to consider the case when

an infinitesimal material appears in the domain out of the

material because δui is not generated.

From the linearity of the problem, the following equa-

tions can be obtained through the subtractions of Eqs.(8) to

(10) from Eqs.(20) to (23).

Cijklδuk,lj(x) + ρω2δui(x) = 0, x ∈ Ω \ Ωε, (24)

δui(x) = 0, x ∈ Γu, (25)

δti(x) = 0, x ∈ Γt, (26)

δti(x) = −ti(x), x ∈ Γε. (27)

δui is the variation of the displacement generated by remov-

ing an infinitesimal region Ωε from the original domain Ω.

In the conventional shape or topology optimization prob-

lems, the boundary type objective functional must have the

following form

J =

∫
Γ

f(ui, ti) dΓ. (28)

Equation (28) means that the objective functional consists

only of the boundary displacement, which is the solution of

the boundary value problem, and its corresponding traction

which is another boundary quantity treated as the boundary

condition. Because ui and ti are complex numbers and J

takes real value, Eq.(28) actually have the following form:

J =

∫
Γ

f(ui, u
∗
i , ti, t

∗
i ) dΓ, (29)

where u∗
i and t∗i are the complex conjugates of ui and ti,

respectively. However, for simplicity, we write the objective

functional in the form of Eq.(28) here.

After Ωε is removed from Ω, the objective functional suf-

fers from a change δJ as follows:

J + δJ(ξ) =

∫
Γ

(
f(ui, ti) +

∂f

∂ui
δui +

∂f

∂ti
δti

)
dΓ, (30)

where ξ is the center of Ωε. Recall that Eq.(30) in fact means

J + δJ(ξ) =

∫
Γ

(
f(ui, u

∗
i , ti, t

∗
i )

+
∂f

∂ui
δui +

∂f

∂u∗
i

δu∗
i +

∂f

∂ti
δti +

∂f

∂t∗i
δt∗i

)
dΓ

(31)

By subtracting J of Eq.(28) from Eq.(30), δJ(ξ) is ob-

tained as follows:

δJ(ξ) =

∫
Γ

(
∂f

∂ui
δui +

∂f

∂ti
δti

)
dΓ. (32)

In order to evaluate δJ(ξ), by noticing δui is the solution

of (24), it is necessary to evaluate δui on Γ. But it is not

possible to do so for infinitely small Ωε. In order to avoid

evaluating δui on Γ, we try to eliminate the terms containing

δui on Γ from J . Firstly, we start from the following Betti’s

reciprocal theorem between δui and ũi for Ω \Ωε as follows:∫
Γ∪Γε

(t̃iδui − ũiδti) dΓ = 0, (33)

where ũi and t̃i are the displacement and traction of another

different load system for Ω \ Ωε.
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By applying boundary conditions (25), (25), and (27) to

Eq.(33), we can exapand Eq.(33) as follows:∫
Γ∪Γε

(t̃iδui − ũiδti) dΓ = −
∫
Γu

ũiδtidΓ

+

∫
Γt

t̃iδuidΓ +

∫
Γε

(
t̃iδui + ũiti

)
dΓ = 0. (34)

For the purpose of removing δui and δti which cannot be

evaluated on Γ, we consider the form obtained by subtracting

Eq.(34) from Eq.(32) as

δJ(ξ) =

∫
Γu

(
ũi +

∂f

∂ti

)
δtidΓ +

∫
Γt

(
∂f

∂ui
− t̃i

)
δuidΓ

−
∫
Γε

(
t̃iδui + ũiti

)
dΓ. (35)

In order to avoid the evaluation of δui on Γt and δti on

Γu, we can use the solution of the following boundary value

problem (adjoint problem) for ũi (adjoint displacement):

Cijklũk,lj(x) + ρω2ũi(x) = 0, x ∈ Ω, (36)

ũi(x) = −∂f(x)
∂ti

, x ∈ Γu (37)

t̃i(x) =
∂f(x)

∂ui
, x ∈ Γt. (38)

Using the solution of the adjoint problem, δJ(ξ) results in

the integral only for Γε, as follows:

δJ(ξ) = −
∫
Γε

t̃iδui dΓ−
∫
Γε

ũiti dΓ (39)

Just like in the case of topology optimization of heat con-

duction problems,(19) by using the Taylor series expansions

of ui and ũi about the point at the the center of Ωε, and

also using the asymptotic expansion of δui about the center

of the cavity whose boundary is Γε, we finally obtain the

following expression of δJ(ξ) (See Appendix).

δJ(ξ) = (πε2)T (ξ) + o(ε2), (40)

where ε is the radius of the infinitesimal circular cavity, and

T (ξ) = Re

[
λ+ 2µ

4µ (λ+ µ)
(4σij(ξ)σ̃ij(ξ)− σii(ξ)σ̃jj(ξ))

− ρω2ui(ξ)ũi(ξ)

]
. (41)

Although the topological derivative for three-dimensional time-

harmonic elastodynamic problems has been shown by Guiz-

ina et al., (21) its two-dimensional expression is derived fol-

lowing their instruction (see Appendix).

3.2. Derivation of new adjoint problem for strain

based topology optimization

For topology optimization considering stress on the bound-

ary, we consider a simple objective functional J as follows:

J =

∫
Γ

f (σij) dΓ. (42)

Note that now the objective functional J does not contain ui

and ti included in the standard boundary functional Eq.(28).

By combining Eqs.(6) and (7), we find that the stress com-

ponents on the boundary can be evaluated in terms of the

traction and the tangential derivative of the displacement as

follows:

σij =αijktk + βijkuk,s, (43)

where

αijk =
1

λ+ 2µ
[λδij − 2 (λ+ µ)ninj ]nk + (δiknj + δjkni) ,

(44)

and

βijk =
2λµ

λ+ 2µ
(δij − ninj) sk + µ (δik − nink) sj

+ µ (δjk − njnk) si. (45)

Thus, Eq.(42) can be considered as the objective functional

consisting of the tangential derivative of the displacement

instead and the traction as

J =

∫
Γ

(ui,s, ti) dΓ. (46)

From the consideration similar to that of Eq.(32), δJ(ξ) is

written as follows:

δJ =

∫
Γ

(
∂f

∂ui,s
δui,s +

∂f

∂ti
δti

)
dΓ. (47)

Again, by subtracting Eq.(34) from (47), we obtain

δJ =

∫
Γu

(
∂f

∂ti
+ ũi

)
δtidΓ +

∫
Γt

(
∂f

∂ui,s
δui,s − t̃iδui

)
dΓ

−
∫
Γε

(
t̃iδui + ũiti

)
dΓ. (48)

The first term of the right-hand side of Eq.(48) contains δti
as unknown variation of the traction on the boundary Γt,

its evaluation can be avoided by considering the boundary

condition for the adjoint displacement ũi as ũi = − ∂f
∂ti

on Γt.

However, the second term has δui,s, not δui, therefore, it is

not possible to consider an appropriate boundary condition

for t̃i on Γt. Therefore, we integrate by parts the term having

δui,s for the boundary Γt on which the traction is specified

as the boundary condition, as follows:∫
Γt

∂f

∂ui,s
δui,s dΓ =

∫
Γt

∂f

∂ui,s

∂

∂s
(δui) dΓ

=

(
∂f

∂ui,s
δui

) ∣∣∣∣P
Q

−
∫
Γt

∂

∂s

(
∂f

∂ui,s

)
δui dΓ

(49)

Here, P and Q denote the start and end points of the bound-

ary Γt which is a part of the boundary. With this, the vari-

ation of J now can be written as

δJ =

∫
Γu

(
∂f

∂ti
+ ũi

)
δtidΓ−

∫
Γt

(
∂

∂s

(
∂f

∂ui,s

)
+ t̃i

)
δuidΓ

−
∫
Γε

(
t̃iδui + ũiti

)
dΓ +

(
∂f

∂ui,s
δui

) ∣∣∣∣P
Q

. (50)

Now we find that the second integral containing δui on the

right-hand side of the above equation can be eliminated by

considering an appropriate boundary condition for t̃i. In-

stead, the last term containing δui at the extreme points of

Γt now appears. In order to eliminate it, we can use an in-

terpolation of ∂f
∂ui,s

so that its value becomes zero at P and

Q.
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Because the essential difference between the present prob-

lem and the conventional problem is the existence of ui,s in

the boundary functional f , we consider, in the present study,

J having the following form of f :

J =

∫
Γ

f(ui,s, ūi,s) dΓ, (51)

where ui,s = ∂ui
∂s

, and ūi,s is the target tangential derivative

which should be achieved after the topology optimization.

Let us assume that ui is interpolated using shape func-

tions such as quadratic ones. Under the above treatment, the

last term of the right-hand side of Eq.(50) can be neglected.

Its first and second terms can be eliminated by considering

the following adjoint problem:

Cijklũk,lj(x) + ρω2ũi(x) = 0, x ∈ Ω, (52)

ũi(x) = − ∂f

∂ti
(x), x ∈ Γu (53)

t̃i(x) = − ∂

∂s

(
∂f

∂ui,s
(x),

)
, x ∈ Γto , (54)

where Γto denotes the extended Γt whose extreme points

have no value of ∂f
∂ui,s

.

3.3. Topology optimization using shape representa-

tion by level-set method

Level-set method is an approach that uses a scalar func-

tion (level set function ϕ(x)) to represent the shape of the

material. As shown in Figure 2, ϕ(x) is defined by
0 < ϕ(x) ≤ 1 (x ∈ Ω)

ϕ(x) = 0 (x ∈ Γ)

−1 ≤ ϕ(x) < 0 (x ∈ D \ Ω)
(55)

where D denotes the fixed design domain and Ω the material

part outside the cavity. By introducing the level set function

ϕ(x), the problem of topology optimization is now changed

to that of searching the optimum distribution of ϕ(x) that

minimizes the objective functional.

(Fixed design domain)

(Elastic medium)

Fig. 2 Shape expression by level set function.

The present topology optimization problem is given by

an augmented objective functional as shown below,

inf
ϕ

J =

∫
Γ

f(ui,s) dΓ +

∫
Ω

ũi(Cijkluk,lj + ρω2ui) dΩ+ λG,

(56)

where

G =

∫
Ω

dΩ− Vmax ≤ 0. (57)

The evolution of the level set function in accordance with the

change in the shape and topology of the material distribution

is assumed to follow an evolution equation:(16)

∂ϕ(x, t)

∂t
= K

(
T (x, t)− λ+ τ∇2ϕ(x, t)

)
(x ∈ D), (58)

ϕ(x, 0) = ϕ0 (x ∈ D), (59)

ϕ(x, t) = c (x ∈ ∂D), (60)

where K is an appropriate positive constants, and t denotes

the introduced fictitious time, which may not be confused

with the traction. τ is a regularization parameter of positive

constant to control the mean curvature distribution of ϕ(x).

For a large value of τ , the obtained topological shape of the

material distribution is going to be more simpler.(16)

Equation (58) is calculated for updating the distribution

of ϕ(x) iteratively to find the optimum topology.

3.4. Computational procedure

Equation (58) can be solved by using the finite element

method easily because the fixed design domain D is kept to

be the same for all the shape modification processes. Thus,

the finite element mesh and the corresponding stiffness ma-

trix are always the same. However, from the iso-surface for

ϕ(x) = 0, the boundary shape of the material is extracted(20)

and the boundary elements are generated to use for the time-

harmonic elastodynamic BEM analysis for the primary and

adjoint problems. The entire computation algorithm of the

present topology optimization is shown is Figure 3.

Initialize level set function

Generate boundary mesh

Calculate primary displacemen field by BEM

Calculate adjoint displacemen field by BEM

Calculate objective function value

Calculate topological derivative values

Update level set function by FEM

End

No

Converged ?
Yes

Fig. 3 Computation flow of present topology optimization

procedure.

4. Numerical examples
4.1. Verification of topological derivative

The topological derivative derived in this study is first

verified through the comparison with those computed by a

finite difference approximation of the topological derivative.

For this purpose, an objective functional is defined.

Consider a square plate under uniform tensile tractions

of 1.0× 109 as shown in Figure 4. Material constants are set
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to be E = 2.16 × 1010 [Pa], ν = 0.3, and ρ = 7850 [kg/m3]

throughout all the numerical examples. The tangential deriva-

tive of the displacement ūi,s on all the boundaries of the plate

without a cavity can be easily obtained for this problem. The

objective functional is defined as

J =

∫
Γ

(ui,s − ūi,s)(u
∗
i,s − ū∗

i,s) dΓ (61)

We verify the topological derivative T of the explicit form

of Eq.(41) by comparing it with a finite difference approxima-

tion of the objective value between that calculated without

an actual small circular hole and that without any hole, i.e.,

T =
Jhole − Jorig

πε2
(62)

where Jhole is the calculated value of the objective functional

when a small hole is placed and Jorig is for the original state

without any hole. ε, the radius of the actual small hole, is

set to be 0.2 and its boundary is divided into 16 quadratic

boundary elements. The topological derivative values at the

points along the lines A, B, and C are compared with the

approximate values by placing the small holes along these

lines. Line A is along x1-axis, line B is along x2 = −0.3, and

line C is along x2-axis.

A

B

C

Fig. 4 Verification of topological derivative.
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Fig. 5 Topological derivative values along line A.

In Figs.5 to 7, the topological derivative values calculated

by its explicit expression of Eq.(41) are compared with those

calculated by the finite difference approximation of the ob-

jective functional values of Eq.(62). The green line denotes

Finite difference approx.
Explicit topological derivative
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Fig. 6 Topological derivative values along line B.

Finite difference approx.
Explicit topological derivative

To
p

o
lo

g
ic

a
l 
d

e
ri
v
a
ti
v
e
 v

a
lu

e

x2

Fig. 7 Topological derivative values along line C.

the values of finite difference approximation, and the red

cross dot denotes the adopted explicit expression of topo-

logical derivative T . The results obtained by using Eq.(41)

show good agreements with those obtained by the finite dif-

ference approximation results, demonstrating the validity of

the derived topological derivative expression of Eq.(41).

4.2. Example topology optimization problems with

boundary functionals of displacement gradients

The validity of the proposed method is demonstrated

through some numerical examples constructed by using the

tangential derivatives of the displacement calculated for sev-

eral different cavities in the square region as shown in Fig-

ure 8.

First, we consider a problem having a cavity in the do-

main and calculate the displacement gradients on the bound-

ary of the square region. On the upper and lower edge

boundaries, the tangential derivatives of the displacements

correspond to u1,1, and on the side edge boundaries, they

correspond to u2,2. By considering these displacement gra-
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dients as the target displacement gradients, ū1,1 and ū2,2,

we define the objective functional:

J =

∫
Γtop∪Γbottom

(u1,1 − ū1,1)
2dΓ +

∫
Γleft∪Γright

(u2,2 − ū2,2)
2dΓ (63)

?

Assumed cavities

ui,sCalculate 

for assumed cavities

Topology optimization

for detecting the cavity

Fig. 8 Creation of a topology optimization problem with

the objective functional of tangential derivatives of displace-

ments.
The length of the edge of the square region is assumed to

be 1.0. The magnitude of the excitation force applied on top

and bottom edges are F = 1.0×109 In each numerical exam-

ple, the parameters of the evolution equation (58) are set as

K = 1.0, τ = 4.0 or 5.0. The fixed design domain is divided

into 40×40 uniform linear quadrilateral finite elements. For

the time-harmonic elastodynamic analyses using BEM, each

edge of the square region is always divided into 40 quadratic

elements. The cavity boundary is generated automatically

from the iso-surface of the level set function corresponding

to ϕ(x) = 0, and divided into sufficient number of quadratic

elements.

4.2.1. Topology optimization corresponding to de-

tecting a circular cavity

First, we consider a problem whose optimum topology is

a square region with a circular cavity of the radius of 0.2.

In order to generate the distribution of the target tangential

derivatives of the displacement on the boundary of the square

region, we use the BEM to analyze the plate with this circu-

lar cavity. Then, using the objective functional of Eq.(63),

we start the topology optimization following the flow shown

in Figure 3, starting from the square plate without any cav-

ity.

Figure 9 shows the process of the optimization from the

step with the initial topology change. A small cavity appears

soon at the center of the square region and grows to oval

shape. Then, finally it approaches a circular cavity which is

close to the assumed circular hole. In Figure 10 is shown the

history of the values of the objective functional. At about

20th iteration, the convergence is achieved.

4.2.2. Topology optimization corresponding to de-

tecting a square cavity

To validate the approach for a cavity with corners, we

consider a problem in which the target cavity is a small

square located at the center of the square region. The edge

length of the square is set to be 0.2 as shown in Figure 11.

As in the previous example, the target values of the dis-

placement gradients on the boundary of the square region

Step 9 Step 11

Step 20 Step 36

Fig. 9 Results of topology optimization for a circular target

cavity.

Objective functional

Iteration

O
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c
ti
v
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c
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n
a
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J

Fig. 10 History of the valued of objective functional for

topology optimization with a circular target cavity.

has been prepared by analyzing the square region actually

with the square cavity by using BEM. The process of the

shape change of the cavity obtained by the present topol-

ogy optimization is shown in Figure 11. As is observed,

the elliptical cavity first appeared at the center and gradu-

ally grew, and finally fit the assumed red square boundary

shown in red broken line. The history of the objective func-

tional J is also shown in Figure 12. At the starting steps,

the level-set function changes gradually but there has not

been the area in which its value became negative, causing

no change in the value of the objective functional. But once

a small cavity emerged, the change of its value was quick

until it converged. The initial value of the objective func-

tional was Jinitial = 0.148550× 10−3 while the final one was

Jfinal = 0.719733 × 10−7, achieving 99% reduction of the

value of J .

In this example, we are trying to detect a square cavity

having corners. The present level-set method cannot treat

the generations of the cavities having corners, the obtained

cavity has the round boundaries at the assumed vertices of

the square. But we observe that the shape of the obtained

cavity is close enough in engineering sense to the assumed

square.
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Step 26

Step 21Step 19

Step 29

Fig. 11 Results of topology optimization for a square target

cavity.
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Fig. 12 History of the valued of objective functional for

topology optimization with a square target cavity.

4.2.3. Topology optimization corresponding to de-

tecting a triangular cavity

As the third numerical example, we consider a topol-

ogy optimization problem whose optimum cavity shape is a

triangle. The geometry setting for the targeting triangular

cavity is given as follows:

• Three interior angles of the triangular cavity are 50◦,

60◦, and 70◦.

• The base of the triangle is rotated around its incenter

by 15◦ in counterclockwise direction.

• The radius of the triangular cavity’s inscribed circle is

0.12.

• The incenter of the triangular cavity is consistent with

the center of the square design domain.

Figure 13 shows the iterative process of topology optimiza-

tion. An oval cavity first appeared slightly away from the

incenter of the target triangle. Then, at step 14, the ap-

peared cavity grew larger and shifted to the incenter but its

shape became rather complicated. Then, the cavity shape

approached the triangular one and finally fit the target tri-

angular shape well.

The history of the change of the objective functional

value is shown in Figure 14. The initial value of the ob-

jective functional was Jinitial = 0.151078× 10−2 and its final

value was Jfinal = 0.179182 × 10−5. Also in this example,

about 99% reduction of Jinitial was achieved.

Also in this example, the target triangular shape has

three corners, but the obtained cavity having the round bound-

aries at the assumed vertices of the triangle looks close enough

enough to a triangle.

Step 8

Step 27

Step 14

Step 40

Fig. 13 Results of topology optimization for a triangular

target cavity.

Objective functional

Iteration

O
b

je
c
ti
v
e
 f

u
n

c
ti
o

n
a
l 
J

Fig. 14 History of the valued of objective functional for

topology optimization with a triangular target cavity.

4.2.4. Topology optimization corresponding to de-

tecting a oval cavity

As the final example, we consider the case of an oval

cavity detection. And the geometry settings for the targeting

oval cavity is given as follows:

• The center of the oval cavity is consistent with the

center of the design domain.

• The length of the oval cavity’s long axis is 0.22, while

its short axis is 0.10.

• The oval cavity is rotated around its center by 30◦ in

clockwise direction.

Again, in Figure 15 is shown the process of topology

optimization for targeting oval-shape cavity. The appeared

cavity was a slender ellipse but its long axis was oriented

to x2 direction. At step 12, the cavity expanded more than

the targeting cavity, but after step 23, the appeared cavities

were almost the same as the oval cavity which was targeted.
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As shown in Figure 16, the convergence was quick. The

initial value of the objective functional was Jinitial = 0.151078×
10−2, while its final value was Jfinal = 0.179182 × 10−5.

About 99% reduction of Jinitial was observed.

Step 10

Step 23

Step 12

Step 40

Fig. 15 Results of topology optimization for a oval target

cavity.
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Fig. 16 History of the valued of objective functional for

topology optimization with a oval target cavity.

5. Concluding remarks
In the present study, a treatment of the topology op-

timization whose boundary functional consists of tangential

derivatives of displacements. The problem is associated with

the boundary stress-base shape and topology optimization.

To derive the adjoint problem which enables the elimina-

tion of the variation of tangential derivative of displacement

vector, integration by parts of the tangential derivative was

applied. By using the solution of this adjoint problem, the

topological derivative can be derived and used for topology

optimization problems. The derived topological derivative

was verified by comparing with that calculated based on the

finite difference approximation of the change of the objec-

tive functional. Some numerical examples of topology op-

timization problems whose optimum shapes are know were

shown and the effectiveness of the present approach has been

demonstrated. The drawback of the present formulation is

that there exist the term related to the variations of the dis-

placement gradients at the extreme points of the boundary

on which the boundary functional of the displacement gradi-

ents is specified. The present approach avoided the evalua-

tion of them by employing an interpolation with which those

values vanish at the extreme points, but further studies are

needed to improve this drawback.
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Appendix

The variation of objective functional δJ shown in Eq.((39))

is shown again as

δJ = −
∫
Γε

t̃iδui dΓ−
∫
Γε

ũiti dΓ (64)

In order to evaluate the integrals on the right-hand side of

the above expression, we need the behaviors of ti, ũi, t̃i in

the neighborhood of the center of Ωε before Ωε is removed

from Ω, as shown in Figure 17 and the asymptotic expansion

Fig. 17 The neighborhood of small circular region centered

ad x0.

of δui about the center of Γε.

First, we evaluate the second integral of Eq.(64).

∫
Γε

ũitidΓ =

∫
Γε

Cijkluk,lũinjdΓ

= −
∫
Ωε

(Cijkluk,lj ũi + Cijkluk,lũi,j) dΩ

=

∫
Ωε

(
ρω2uiũi −Dijklσij σ̃kl

)
dΩ, (65)

where the outward unit normal vector is −ni for Ωε. The

strain and the adjoint strain are related to the corresponding

stresses as follows:

εij(x) = Dijklσkl(x), (66)

ε̃ij(x) = Dijklσ̃kl (x) . (67)

where Dijkl is the compliance tensor and is given as

Dijkl = − λ

4µ (λ+ µ)
δijδkl +

1

4µ
(δikδjl + δilδjk) (68)

ui(x), ũi(x), σij(x), and σ̃ij(x) are the quantities for the

domain before Ωε is removed, we consider their Taylor series

expansion about the center x0 of Ωε, as shown in Figure 17

then we observe

ui(x) = u0
i +O(ε), (69)

ũi(x) = ũ0
i +O(ε), (70)

σij(x) = σ0
ij +O(ε), (71)

σ̃ij(x) = σ̃0
ij +O(ε), (72)

where

u0
i = ui(x

0), ũ0
i = ũi(x

0), (73)

σ0
ij = σij(x

0), σ̃0
ij = σ̃ij(x

0). (74)

Substituting Eqs.(69) to Eq.(72) into Eq.(65), finally we ob-

tain∫
Γε

ũiti dΓ = πε2(ρω2u0
i ũ

0
i −Dijklσ

0
ij σ̃

0
kl) +O(ε3)

= πε2
(
ρω2u0

i ũ
0
i +

λ

4µ(λ+ µ)
σ0
iiσ̃

0
jj −

1

2µ
σ0
ij σ̃

0
ij

)
+O(ε3)

(75)
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Next, the first term of the right-hand side of Eq.(39) is

evaluated.

The neighborhood of the circular cavity centered at x0
is shown in Figure 18. Note that the direction of the unit

outward normal vector is opposite to that of the boundary of

Ωε shown in Figure 17 and that t̃i is the traction at a point

x on the boundary of Ωε defined with that normal vector.

The variation of the displacement δui is the solution of

the following boundary value problem.

Cijklδuk.lj(x) + ρω2δui(x) = 0, x ∈ Ω \ Ωε (76)

δti(x) = −ti(x), x ∈ Γε (77)

δui(x) = 0, x ∈ Γu, (78)

δti(x) = 0, x ∈ Γt. (79)

In what follows, the behavior of δui(x) in the neighbor-

hood of Γε is investigated. Due to the boundary condition

(77), we have

δti(x) = −ti(x), x ∈ Γε. (80)

Note again that ti above is defined with the stress compo-

nents for Ωε and the normal vector on Γε.

Fig. 18 The neighborhood of small circular cavity centered

at x0.

By taking the origin of the coordinate system to x0, the

coordinate components of the point x on Γε can be written

using the polar coordinate as follows:

x1 = r cosθ (81)

x2 = r sinθ (82)

Because δui(x) is the solution of the governing differential

equation (76), its asymptotic expansion about x0 and cor-

responding traction can be obtained using the above polar

coordinates, as follows:

δur(x) =
1

r

∞∑
n=−∞

(anU
n
1 (r) + bnU

n
2 (r)) e

inθ, (83)

δuθ(x) =
1

r

∞∑
n=−∞

(anV
n
1 (r) + bnV

n
2 (r)) einθ, (84)

δtr(x) =− 2µ

ε2

∞∑
n=−∞

(anT
n
11(ε) + bnT

n
12(ε)) e

inθ, (85)

δtθ(x) =− 2µ

ε2

∞∑
n=−∞

(anT
n
41(ε) + bnT

n
42(ε)) e

inθ, (86)

where an and bn are the constants determined by considering

the boundary condition, and Ui(r), Vi (r), and Tji(r) (i ∈
{1, 2}, j ∈ {1, 2, 4}) are defined using the Hankel function of

the first kind of order n, H
(1)
n , as follows:

Un
1 (r) = −nH(1)

n (kLr) + kLrH
(1)
n−1(kLr), (87)

Un
2 (r) = inH(1)

n (kTr), (88)

V n
1 (r) = inH(1)

n (kLr), (89)

V n
2 (r) = nH(1)

n (kTr)− kTrH
(1)
n−1(kTr), (90)

Tn
11(r) =

(
n2 + n− 1

2
k2Tr

2

)
H(1)

n (kLr)− kLrH
(1)
n−1(kLr),

(91)

Tn
12(r) = −in

(
(n+ 1)H(1)

n (kTr)− kTrH
(1)
n−1(kTr)

)
, (92)

Tn
21(r) =−

(
n2 + n+

λ

2µ
k2Lr

2

)
H(1)

n (kLr)

+ kLrH
(1)
n−1(kLr), (93)

Tn
22(r) = in

(
(n+ 1)H(1)

n (kTr)− kTrH
(1)
n−1(kTr)

)
, (94)

Tn
41(r) = −in

(
(n+ 1)H(1)

n (kLr)− kLrH
(1)
n−1(kLr)

)
, (95)

Tn
42(r) = −

(
n2 + n− 1

2
k2Tr

2

)
H(1)

n (kTr)

+ kTrH
(1)
n−1(kTr), (96)

where

kT =
ω

CT
, kL =

ω

CL
. (97)

From boundary condition (77), ti can be expressed as,

ti(x) = σ0
ijnj(x) +O(ε). (98)

Then, translate (98) into polar coordinate system, the r-

direction component tr and θ-direction component tθ can be

expressed as follows,

tr(x) = −c0 − c2e
2iθ − c−2e

−2iθ +O(ε), (99)

tθ(x) = −ic2e
2iθ + ic−2e

−2iθ +O(ε), (100)

where

n1 = − cos θ, (101)

n2 = − sin θ. (102)

and

c0 =
1

2

(
σ0
11 + σ0

22

)
, (103)

c±2 =
1

4

(
σ0
11 − σ0

22 ∓ 2iσ0
12

)
(104)

Using the boundary condition Eq.(77), we compare the coef-

ficients of einθ in (85) and (98), and (86) and (100) for each
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n. Considering the orthogonality of {einθ}n, an and bn can

be determined as follows.

a0 =
c0T

0
42(ε)ε

2

2µ (T 0
12(ε)T

0
41(ε)− T 0

11(ε)T
0
42(ε))

+O(ε3) (105)

a±2 =
c±2

(
T±2
42 (ε)∓ iT±2

12 (ε)
)
ε2

2µ
(
T±2
12 (ε)T±2

41 (ε)− T±2
11 (ε)T±2

42 (ε)
) +O(ε3), (106)

an = O(ε3), (n /∈ {−2, 0, 2}), (107)

b0 = − c0T
0
41(ε)ε

2

2µ (T 0
12(ε)T

0
41(ε)− T 0

11(ε)T
0
42(ε))

+O(ε3), (108)

b±2 = −
c±2

(
T±2
41 (ε)∓ iT±2

11 (ε)
)
ε2

2µ
(
T±2
12 (ε)T±2

41 (ε)− T±2
11 (ε)T±2

42 (ε)
) +O(ε3),

(109)

bn = O(ε3), (n /∈ {−2, 0, 2}) (110)

Substituting equations from Eq.(105) to (110) into Eqs.(83)

and (84), and evaluating the asymptotic expansions for ε→
0, we obtain δur and δuθ on Γε as follows:

δur

∣∣
r=ε

=
1

ε

[(
a0U

0
1 (ε) + b0U

0
2 (ε)

)
+

(
a2U

2
1 (ε) + b2U

2
2 (ε)

)
e2iθ

+
(
a−2U

−2
1 (ε) + b−2U

−2
2 (ε)

)
e−2iθ

]
+O

(
ε2
)

=
1

2µ

[
c0 +

k2T + k2L
k2T − k2L

(
c2e

2iθ + c−2e
−2iθ

)]
ε+O(ε2)

=
ε

4µ (k2T − k2L)

{
(k2T − k2L)(σ

0
11 + σ0

22)

+ (k2T + k2L)
[
(σ0

11 − σ0
22) cos 2θ + 2σ0

12 sin 2θ
]}

+O(ε2), (111)

δuθ

∣∣
r=ε

=
1

ε

{[
a0V

0
1 (ε) + b0V

0
2 (ε)

]
+

[
a2V

2
1 (ε) + b2V

2
2 (ε)

]
e2iθ

+
[
a−2V

−2
1 (ε) + b−2V

−2
2 (ε)

]
e−2iθ

}
+O(ε2)

=
i

2µ

k2T + k2L
k2T − k2L

(
c2e

2iθ + c−2e
−2iθ

)
ε+O(ε2)

=

(
k2T + k2L

) [
−
(
σ0
11 − σ0

22

)
sin2θ + 2σ0

12 cos 2θ
]

4µ (k2T − k2L)
ε

+O(ε2). (112)

By transforming Eqs.(111) and (112) back into (x1, x2) co-

ordinates, we obtain

δu1

∣∣
r=ε

= δur

∣∣
r=ε

cos θ − δuθ

∣∣
r=ε

sin θ

=

(
k2Tσ

0
11 − k2Lσ

0
22

)
ε cos θ + (k2T + k2L)σ

0
12 ε sin θ

2µ(k2T − k2L)

+O(ε2)

=
(k2Tσ

0
11 − k2Lσ

0
22)x1 + (k2T + k2L)σ

0
12x2

2µ(k2T − k2L)
+O(ε2)

=
1

2µ (λ+ µ)

{[
(λ+ 2µ)σ0

11 − µσ0
22

]
x1

+ (λ+ 3µ)σ0
12x2

}
+O(ε2), (113)

δu2

∣∣
r=ε

= δur

∣∣
r=ε

sin θ + δuθ

∣∣
r=ε

cos θ

=

(
k2T + k2L

)
σ0
12ε cos θ +

(
k2Tσ

0
22 − k2Lσ

0
11

)
ε sin θ

2µ(k2T − k2L)

+O
(
ε2
)

=

(
k2T + k2L

)
σ0
12x1 +

(
k2Tσ

0
22 − k2Lσ

0
11

)
x2

2µ(k2T − k2L)
+O

(
ε2
)

=
1

2µ (λ+ µ)

{
(λ+ 3µ)σ0

21x1

+
[
(λ+ 2µ)σ0

22 − µσ0
11

]
x2

}
+O

(
ε2
)

(114)

Thus, δui on Γε can be written using index notation as fol-

lows:

δui

∣∣
r=ε

=
1

2µ(λ+ µ)

[
(λ+ 3µ)σ0

ijxj − µσ0
jjxi

]
+O(ε2)

(115)

By using Eq.(115), the second term of the right-hand side of

Eq.(39) can be obtained as follows:

∫
Γε

t̃iδui dΓ =
1

2µ(λ+ µ)

∫
Γε

[
(λ+ 3µ)σ0

ijxi − µσ0
jjxi

]
t̃i dΓ

+O(ε3)

=− ε

2µ (λ+ µ)

∫
Γε

[
(λ+ 3µ)σ0

ijnj − µσ0
jjni

]
σ̃0
iknkdΓ

+O
(
ε3
)

=− ε

2µ (λ+ µ)
σ̃0
ik

[
(λ+ 3µ)σ0

ij

∫
Γε

njnkdΓ

− µσ0
jj

∫
Γε

ninkdΓ

]
+O

(
ε3
)

=− πε2

2µ(λ+ µ)
σ̃0
ik

[
(λ+ 3µ)σ0

ijδjk − µσ0
jjδik

]
+O

(
ε3
)

=− πε2

2µ (λ+ µ)

[
(λ+ 3µ)σ0

ij σ̃
0
ij − µσ̃0

iiσ
0
jj

]
+O(ε3),

(116)

where

∫
Γε

ninjdΓ = πεδij (117)

is used.

By substituting Eqs.(116) and (75) into (39), δJ is ob-

tained in its explicit form as

δJ = πε2Re

[
λ+ 2µ

4µ(λ+ µ)

(
4σ0

ij σ̃
0
ij − σ0

iiσ̃
0
jj

)
− ρω2u0

i ũ
0
i

]
+O(ε3). (118)

Therefore, the topological derivative is obtained as

T (x0) = lim
ε→0

δJ

πε2

= Re

[
λ+ 2µ

4µ(λ+ µ)

(
4σ0

ij σ̃
0
ij − σ0

iiσ̃
0
jj

)
− ρω2u0

i ũ
0
i

]
(119)
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